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Abstract  

Poverty is still a fundamental problem in the economy of various regions or developing countries, 

including Indonesia. The Nusa Tenggara Islands are one of the regions in Central Indonesia, 
where East Nusa Tenggara Province is in 3rd place with 20.44%, and West Nusa Tenggara 

Province is in 8th place with 13.83%, the highest percentage of poor people in Indonesia. A study 

was conducted to model the factors that influence poverty in Nusa Tenggara and determine the 
factors that significantly affect the percentage of poverty in Nusa Tenggara. Poverty data caused 

by many predictor variables that interact with each other can be said to be high-dimensional data 

where the relationship between the response variable and the predictor variable does not show a 
specific pattern, so one of the appropriate nonparametric regression methods to use for this 

approach is the Multivariate Adaptive Regression Spline (MARS) method. The data used in this 

study is secondary data with 12 predictor variables. The results of this study indicate that the best 

model was the model with the values of basis function (BF) of 24, maximum interaction (MI) of 
2, and minimum observation (MO) of one where this model has the minimum GCV value of 

0,3523701.  

Keywords: Generalized cross-validation, multivariate adaptive regression spline, Nusa                       
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1. Introduction  

Poverty is when a person or household has difficulty meeting basic needs. At the same 

time, the supporting environment lacks opportunities to improve welfare on an ongoing 

basis or to get out of vulnerability [1]. One of the causes of poverty is a lack of income 

and assets to meet basic needs such as food, clothing, housing, and the level of health and 

education received. Besides that, poverty is also related to limited employment 

opportunities. Usually, they are categorized as poor without a job (unemployed), and their 

level of education and health is generally inadequate [2]. Poverty is still a fundamental 

problem where essential aspects such as the availability of basic needs are crucial factors 
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in everyday life. Poverty is a disease in the economy in almost every country, especially 

in developing countries like Indonesia, which still has a reasonably high poverty rate 

compared to several surrounding countries. 

West Nusa Tenggara Province and East Nusa Tenggara Province are provinces in Central 

Indonesia which are members of Nusa Tenggara, where West Nusa Tenggara Province is 

in 8th place with the highest percentage of poor people in Indonesia, amounting to 

13.83%. The Province East Nusa Tenggara is in 3rd place with a percentage of 20.44% 

[3]. According to the [4], there has been a decline in the number of poor people in West 

Nusa Tenggara (NTB) Province from 746,660 people (14.14%) in March 2021 to 735,030 

people (13.83%) in September 2021. The decline in poor people also occurred in the 

Province of East Nusa Tenggara, from 1,169,310 people (20.99%) in March 2021 to 

1,162,879 people (20.44%) in September 2021. This shows that the local government's 

poverty alleviation program in West Nusa Tenggara Province and East Nusa Tenggara 

(NTT) Province is quite maximal. Nevertheless, according to the Regional Medium-Term 

Development Plan, this achievement is still below the poverty reduction target, where the 

poverty rate in NTB in 2021 is at 11.75% while the poverty rate in NTT is at 12% in 

2023. It is necessary to study what factors influence poverty in the two provinces. 

In explaining the relationship pattern between response and predictor variables and 

estimating the regression curve, regression analysis can be used with a parametric or 

nonparametric regression approach [5], [6]. Regression analysis is a statistical method 

commonly used to see the effect of the predictor variable on the response variable [7]. If 

the parametric model assumptions are unmet, the regression curve can be performed using 

a nonparametric model approach. This is because the nonparametric regression method 

has high flexibility in estimating the regression curve [8]. The nonparametric adaptive 

regression approach is in demand, for example, Regression Tree, Recursive Partitioning 

Regression (RPR), and Multivariate Adaptive Regression Spline (MARS). The MARS 

method has the advantage of dealing with high-dimensional data problems (curse of 

dimensionality) and overcoming the weakness of RPR to produce a continuous model on 

knots. This method was introduced by [9]. This is a nonparametric regression method that 

assumes the form of the function of the relationship between the response variable and 

the predictor is unknown [10]. According to [11], [12], and [13], this method has been 

applied in various fields of knowledge, such as medicine, business, molecular biology, 

health, engineering, and other areas. 

Based on the description above, the authors are interested in conducting a more in-depth 

study of what factors influence poverty in Nusa Tenggara through the variables that have 

been used in previous studies and see which variables have a significant effect with a 

statistical tool so that results in comparability with the methods that have been used so 

far. Previous studies on poverty have been carried out by previous researchers, including 

modelling the effect of the human development index on poverty in Indonesia using 

penalized basis spline nonparametric regression [14]. Other research was conducted to 
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model the poverty data in West Nusa Tenggara Province using panel data regression 

analysis [15]. A nonparametric regression approach is used with limited information, the 

form of function, and an unclear relationship pattern between the response variable, the 

percentage of poverty, and the factors that are thought to influence it. One approach in 

nonparametric regression that can be used is the Multivariate Adaptive Regression Spline 

(MARS). The MARS method uses the estimated regression curve with the data fitting 

approach; this method is very good at modelling data that has a changing pattern at certain 

sub-intervals, such as poverty data, by dividing the curve segmentally. Poverty data with 

more than three predictor variables and an amorphous pattern is very suitable for 

modeling using the MARS method, which can handle high-dimensional data. Therefore, 

this study models the factors affecting poverty in Nusa Tenggara using the Multivariate 

Adaptive Regression Spline (MARS) method. 

2. Methods 

The data used in this study is secondary data obtained from the Central Bureau of 

Statistics of West Nusa Tenggara and East Nusa Tenggara Provinces. The variables in 

this study consist of response variables (𝑌) and predictor variables (𝑋). The response 

variable in this study was the percentage of poor people in West Nusa Tenggara and East 

Nusa Tenggara Provinces. This research consists of several predictor variables, namely 

the illiteracy rate of the population aged 15 years and over by district/city (𝑋1), School 

Participation Rate of the population aged 16-18 years by district/city (𝑋2), Percentage of 

Labor Force Participation Rate by district/city (𝑋3), percentage of open unemployment 

rate by district/city (𝑋4), Average monthly net income of informal workers by district/city 

(𝑋5), Gross Regional Domestic Product at current prices by district/city (𝑋6), Gross 

Regional Domestic Product at constant 2010 prices by district/city (𝑋7), percentage of 

population by district/city (𝑋8), percentage of households with proper sanitation by 

district/city (𝑋9), percentage of households accessing natural resources and proper 

drinking water by district/city (𝑋10), percentage of the population who have had health 

complaints during the past month by district/city (𝑋11), and the percentage of the 

population with BPJS PBI health insurance by district/city (𝑋12). 

3. Results  

Descriptive analysis was carried out to get an overview of the data used. This analysis 

aims to determine the characteristics of poverty data in Nusa Tenggara based on several 

predictor variables that have been described previously. The characteristics of the data 

raised in this study are the average value, minimum value, maximum value, variance 

value, and scatterplot. The results of calculations for the characteristics or descriptive 

statistics of other variables can be seen in the following table. 

 
Table 1. Descriptive statistics of response and predictors variable 
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Variable Minimum Maximum Average Variance 

𝑌 8,65 34,27 19,41 54,49 

𝑋1 0,87 21,00 7,69 25,19 

𝑋2 61,59 89,32 76,03 35,80 

𝑋3 62,34 83,33 72,46 21,27 

𝑋4 0,97 9,76 3,37 2,89 

𝑋5 547811,00 1535896,00 950195,68 6,068× 1010 

𝑋6 1230,40 24344,49 7866,45 46850336,99 

𝑋7 767,26 16530,28 5226,74 22490549,63 

𝑋8 0,813065 12,46 3,12 6,23 

𝑋9 42,15 93,06 77,14 208,73 

𝑋10 49,98 99,93 87,83 142,13 

𝑋11 13,88 54,65 33,15 76,34 

𝑋12 23,81 84,97 49,63 162,95 

 

From Table 1, it can be seen that the variance value of the response variable and predictor 

variables, where the variance value indicates the variation or variety of the data. The 

variance value of the response variable (𝑌) is 54,492, meaning that data on the percentage 

of poor people in each district and city in Nusa Tenggara tends to vary. The variance 

value of the predictor variable, which shows that the data range is not too varied, is the 

variance value of the variables 𝑋4 and 𝑋8. The variance values that show quite a variety 

of data are the variance values of the variables 𝑋1, 𝑋2, 𝑋3, 𝑋9, 𝑋10, 𝑋11 and 𝑋12. Whereas 

the variance values of the predictor variables 𝑋5, 𝑋6, and 𝑋7 indicate that these variables 

have a very varied range of data. From Table 1 can also be seen the minimum, maximum, 

and average values. The minimum column indicates the smallest value of the response 

variable and predictor variables. While the maximum column shows the largest value of 

the response variable and the predictor variable. The average column shows the number 

of central tendency of the response variable and predictor variables. 

Multicolliniaerity Check 

Multicollinearity checking is carried out to see whether or not there is a high correlation 

between the predictor variables in a regression model. Decision-making in the 

multicollinearity test is based on the VIF value; where to obtain the VIF value, the 𝑅𝑗
2 

value is first calculated by looking for a multiple linear regression model. For example, 

the 𝑅𝑗
2 value of the 𝑋1 variable is obtained by assuming that the variable 𝑋1  is used as 

the response variable, and the variables 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9, 𝑋10, 𝑋11, and 𝑋12 as 

predictor variables to find the multiple linear regression model. The VIF value of each 

predictor variable can be seen in Table 2.  

Based on Table 2, it can be seen that the VIF values for 𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋8, 𝑋9, 𝑋10, 𝑋11 

and 𝑋12 ≤ 10, it can be said that there is no correlation between predictor variables. So, 

based on the decision-making criteria, it can be concluded that the predictor variables do 

not occur in multicollinearity. While the VIF values for 𝑋6 and 𝑋7 > 10 are 𝑋6 =

1352,762 and 𝑋7 = 1367,6611,  it can be said that there is a correlation between 

variables, so based on the decision-making criteria, it can be concluded that 
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multicollinearity occurs in the two predictor variables. Based on the multicollinearity test 

that has been carried out, it is found that there is multicollinearity in several predictor 

variables, so poverty data and its predictor variables cannot be analyzed using a 

parametric regression approach and are more precisely analyzed using a nonparametric 

regression approach with the MARS method.  

Tabel 2 Multicollinearity checking results 

Variable VIF 

𝑋1 2,199 

𝑋2 1,420 

𝑋3 2,725 

𝑋4 2,674 

𝑋5 2,853 

𝑋6 1352,762 

𝑋7 1367,661 

𝑋8 3,773 

𝑋9 3,531 

𝑋10 2,936 

𝑋11 1,923 

𝑋12 1,992 

 

Modeling Multivariate Adaptive Regression Spline (MARS) 

MARS modeling is done by trial and error using a stepwise method (forward and 

backward) by combining the values of BF, MI, and MO so that the best value is obtained 

based on the minimum GCV value. The use of BF, MI, and MO values in this study is by 

the recommendations given by Friedman (1991), where the maximum number of 

interaction variables used is 1, 2, and 3; the minimum observations used are 0, 1, 2, and 

3; while the maximum selection of the number of function bases is two to four times the 

number of predictor variables, namely 24, 36, and 48. 

The selection of the MARS model with the minimum GCV value was carried out using 

the forward stepwise and backward stepwise methods. Forward stepwise process 

performed to obtain the maximum number of basis functions that can be written as 

follows. 

𝐵𝐹𝑚(𝑥) = ∏[𝑠𝑘𝑀(𝑥𝑛𝑝(𝑘,𝑀) − 𝑡𝑘𝑀)]+

𝐾𝑚

𝑘=1

 

The maximum basis function that will be included in the model is determined by the 

researcher, namely as many as 24, 36, and 48. The basis function obtained is used to 

estimate the regression coefficient 𝛼𝑚 or estimators 𝜶̂. Estimator 𝜶̂ obtained by 

minimizing the sum of the squared errors using the least squares method or Ordinary 

Least Squares (OLS). Based on the nonparametric regression function, the MARS model 

can also be expressed in the following equation. 
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𝑦𝑖 = 𝛼0 + ∑ 𝛼𝑚

𝑀

𝑚=1

 ∏[𝑠𝑘𝑚(𝑥𝑖𝑝(𝑘,𝑚) − 𝑡𝑘𝑚)]

𝐾𝑚

𝑘=1

+ 𝜀𝑖 

which in matrix form can be written 

𝒀 = 𝑩𝜶 + 𝜺 

with, 

𝐘 = (𝑦1, 𝑦2, … , 𝑦32)
𝑇 ,  

𝜶 = (𝛼0, 𝛼1, … , 𝛼12)
𝑇 , 

𝜺 = (𝜀1, 𝜀2, … , 𝜀32)
𝑇 

𝑩 =

[
 
 
 
 
 
 
 
 
 

1 ∏[𝑠𝑘1(𝑥11(𝑘,1) − 𝑡𝑘1)]+

𝐾1

𝑘=1

1 ∏[𝑠𝑘1(𝑥21(𝑘,1) − 𝑡𝑘1)]+

𝐾1

𝑘=1

⋯ ∏[𝑠𝑘1(𝑥1𝑝(𝑘,𝑀) − 𝑡𝑘𝑀)]+

𝐾𝑚

𝑘=1

⋯ ∏[𝑠𝑘𝑀(𝑥2𝑝(𝑘,𝑀) − 𝑡𝑘𝑀)]+

𝐾𝑚

𝑘=1

    

⋮ ⋮

1 ∏[𝑠𝑘1(𝑥𝑛𝑝(𝑘,1) − 𝑡(𝑘,1))]+

𝐾1

𝑘=1

⋱ ⋮

⋯ ∏[𝑠𝑘𝑀(𝑥𝑛𝑝(𝑘,𝑀) − 𝑡𝑘𝑀)]+

𝐾𝑚

𝑘=1

 

]
 
 
 
 
 
 
 
 
 

 

So, through estimation using the OLS method, the equation is obtained:  

𝜶̂ = (𝑩𝑻𝑩)−𝟏𝑩𝑻𝒀. 

The forward stepwise process, which has been done previously, provides a model with 

many function bases and is very complex, so it must be done to remove some of the 

function bases to get a simpler model. After the forward stepwise process is done, the 

backward stepwise process is carried out to select the basis function that returns the 

minimum Generalized Cross-Validation (GCV) value. The backward stepwise process is 

done by removing the basis function, which has a small contribution to the estimated 

value of the response variable. The estimated value of the response variable can be written 

in the form: 

𝑓𝑀̂(𝑥𝑖) = 𝑓(𝑥) = ∑ 𝛼𝑚

𝑀

𝑚=1

(𝑥)𝐵𝐹𝑚(𝑥). 

Based on the least squares criterion, the function basis with the smallest contribution is 

the function basis which, if removed from the previous model, will cause the smallest 

increase in ASR value. Backward stepwise done so that the model obtained produces a 

model that meets the parsimony concept (a simple model) and is done by minimizing the 

GCV value. The calculation of the GCV value can be done using the following formula. 
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𝐺𝐶𝑉 =

1
𝑛

∑ (𝑦𝑖 − 𝑓𝑀̂(𝑥𝑖))
2

𝑛
𝑖=1

{1 −
𝐶(𝑀̃)

𝑛 }

2  

Calculations are carried out similarly for all combinations of BF, MI, and MO values 

until the minimum GCV value is found. The calculation of the GCV value can also be 

done with the software Rstudio. The MARS modeling results obtained can be seen in the 

Table 3. 

Table 3. The results of modeling MARS 

No BF MI MO GCV MSE 

1 24 1 0 0,4623093 0,2821712 

2 24 1 1 0,4876929 0,3471954 
3 24 1 2 0,4044304 0,1741737 
4 24 1 3 0,4223785 0,3006972 
5 24 2 0 0,5737267 0,4550874 

**6 24 2 1 0,3523701 0,1517531 
7 24 2 2 0,3814591 0,1642807 
8 24 2 3 0,3772251 0,2034546 
9 24 3 0 0,5737267 0,4550874 
10 24 3 1 0,3899397 0,09748493 
11 24 3 2 0,3814591 0,1642807 
12 24 3 3 0,3540592 0,1909465 
13 36 1 0 0,4623093 0,2821712 
14 36 1 1 0,4876929 0,3471954 
15 36 1 2 0,4044304 0,1741737 
16 36 1 3 0,4223785 0,3006972 
17 36 2 0 0,5737267 0,4550874 

**18 36 2 1 0,3523701 0,1517531 
19 36 2 2 0,3814591 0,1642807 
20 36 2 3 0,3772251 0,2034546 
21 36 3 0 0,5737267 0,4550874 
22 36 3 1 0,3899397 0,09748493 
23 36 3 2 0,3814591 0,1642807 
24 36 3 3 0,3540592 0,1909465 
25 48 1 0 0,4623093 0,2821712 
26 48 1 1 0,4876929 0,3471954 
27 48 1 2 0,4044304 0,1741737 
28 48 1 3 0,4223785 0,3006972 
29 48 2 0 0,5737267 0,4550874 

**30 48 2 1 0,3523701 0,1517531 
31 48 2 2 0,3814591 0,1642807 
32 48 2 3 0,3772251 0,2034546 
33 48 3 0 0,5737267 0,4550874 
34 48 3 1 0,3899397 0,09748493 
35 48 3 2 0,3814591 0,1642807 
36 48 3 3 0,3540592 0,1909465 

Information: 

** is a model with a minimum GCV value 
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Based on the selection criteria for the MARS model, the best model for factors affecting 

poverty in Nusa Tenggara is a model with a minimum GCV value of 0,3523701 and an 

MSE value of 0,1517531 with a combination of BF = 24, MI = 2, MO = 1 as following.  

𝑓(𝑥) = 0,6077630 − 1,3874417𝐵𝐹1 + 0,2129876𝐵𝐹2 + 2,5255635𝐵𝐹3. 

Variable Importance 

From the MARS model formed, it can be seen which variables significantly affect the 

model. The criteria used to estimate the importance of variables in the MARS model are 

𝑛𝑠𝑢𝑏𝑠𝑡𝑒𝑠, GCV, and RSS. This study used the GCV criteria to determine the variables 

that had a significant effect. In the GCV criteria, if a variable that decreases the GCV 

value is added, then this variable is considered to have a good influence on the model and 

vice versa. The decrease in the GCV value is made into a scale of 0 − 100 to facilitate 

interpretation, where the largest decline has a scale of 100. The level of importance of 

each predictor variable can be seen in the Table 4.  

Table 4. Variable importance results 

Variable GCV RSS 

X10 100,0 100,0 
X5 47,7 52,3 
X4 30,2 32,8 
X12 30,2 32,8 

X1 0,0 0,0 

X2 0,0 0,0 
X3 0,0 0,0 

X6 0,0 0,0 

X7 0,0 0,0 
X8 0,0 0,0 

X9 0,0 0,0 

X11 0,0 0,0 

 

Based on Table 4, it is shown that the variable that has the dominant influence on the 

poverty rate in Nusa Tenggara with the GCV criteria is the percentage of households that 

have access to proper drinking water sources (𝑥10) with a score of 100, followed by the 

variable average monthly net income of informal workers (𝑥5) with a score of 47,7, then 

the variable percentage of the open unemployment rate (𝑥4) and the percentage of the 

population who have BPJS PBI health insurance (𝑥12), which has the same score of 30,2. 

Meanwhile, other variables do not affect the poverty rate in Nusa Tenggara because the 

score is 0. 

The RSS column in Table 4 shows the effect of the predictor variable on the poverty rate 

in Nusa Tenggara with the RSS (Residual Sum of Squares) criteria. The deternination of 

variable importance using RSS criteria is done by calculating the RSS decrease for each 

subset. Variables that cause a greater decrease in RSS are considered more important 

variables and vice versa. From the RSS column in Table 4, it is shown that the variable 

that has the dominant influence on the poverty rate in Nusa Tenggara is the percentage of 
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households that have access to proper drinking water sources (𝑥10) with a score of 100, 

followed by the variable average monthly net income of informal workers (𝑥5) with a 

score of 52,3, then the variable percentage of the open unemployment rate (𝑥4) and the 

percentage of the population who have BPJS PBI health insurance (𝑥12), which has the 

same score of 32,8. Meanwhile, other variables do not affect the poverty rate in Nusa 

Tenggara because the score is 0. 

Model Goodness Measures 

The goodness of a model can be seen from the value 𝑅2 of the coefficient of 

determination, the greater the value that has been obtained from a model, the better the 

predictor variables in the model explain the variability of the response variable. The 

coefficient of determination can be calculated using the following formula: 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦𝑖̂)

2𝑛
𝑖

∑ (𝑦𝑖 − 𝑦̅)2𝑛
𝑖

 

where, from the calculations that have been done above, the value 𝑅2 is obtained at 

0,80289 or 80,289%. This means that the ability of the predictor variables in the study is 

able to explain the variability of the response variable of 80,289%. In comparison, the 

remaining 19,711% is explained by variables other than the predictor variables in the 

study. 

MARS Model Significance Test 

Simultaneous regression coefficient testing  

This test was conducted to evaluate the suitability of the model. The hypothesis in this 

test is : 

𝐻0 ∶  𝛼1 = 𝛼2 = ⋯ = 𝛼𝑚 = 0 (insignificant model) 

𝐻1 ∶  ∃𝛼𝑚 ≠ 0 ; m = 1,2,…,M  (significant model) 

Decision-making on the simultaneous test is based on the calculated 𝐹𝑉𝑎𝑙𝑢𝑒, which can be 

calculated using the following equation: 

𝐹𝑉𝑎𝑙𝑢𝑒 =
∑ (|𝑦̂𝑖| − |𝑦̅|)232

𝑖=1 𝑀⁄ − 1

∑ (|𝑦𝑖| − |𝑦̂𝑖|)232
𝑖=1 𝑁 − 𝑀 − 1⁄

 

Based on the value 𝐹𝑉𝑎𝑙𝑢𝑒 and 𝐹𝑇𝑎𝑏𝑙𝑒  obtained the decision taken is reject 𝐻0, because the 

value is  𝐹𝑉𝑎𝑙𝑢𝑒 > 𝐹𝛼(𝑀−1;𝑁−𝑀−1) or equal to 72,76835 > 3,340, so it can be concluded 

that the MARS model obtained shows a significant relationship between the response and 

the predictor variables.  

Partial test for regression coefficient  

This test was conducted to determine the effect of the predictor variable on the response 

variable. The hypothesis in this test is : 
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𝐻0 ∶ 𝛼𝑚 = 0 (𝛼𝑚 no effect on the model) 

𝐻1 ∶  𝛼𝑚 ≠ 0 ; for every m, where m = 1,2,…,M (coefficient 𝛼𝑚 affects the model) 

Decision-making on the partial test is based on the 𝑡𝑉𝑎𝑙𝑢𝑒 , which can be calculated using 

the equation as follows :  

𝑡𝑉𝑎𝑙𝑢𝑒 =
𝛼𝑚̂

√
∑ (|𝑦𝑖| − |𝑦̂𝑖|)2𝑛

𝑖=1

𝑁 − 𝑀 − 1
× 𝑐𝑚

 

Based on the calculations that have been done, it is found that the value of |tValue|  >

 𝑡(
𝛼

2
;𝑁−𝑀), that is 7,82519 > 2,045 for 𝑡(𝐵𝐹1), 3,95287 > 2,045 for 𝑡(𝐵𝐹2), and 

4,67891 > 2,045 for 𝑡(𝐵𝐹3). Based on the decision-making criteria from the partial test, 

the decision that can be taken is to reject 𝐻0 so that it can be concluded that the 

coefficients 𝛼1, 𝛼2, and 𝛼3 have a significant effect on the model.  

Testing Residual Assumptions 

Normality Test 

The normality test is carried out to determine whether the residuals are normally 

distributed. To find out the assumption of normality, a test can be used Kolmogorov-

Smirnov with the following hypothesis test: 

𝐻0 ∶ 𝐹 = 𝐹0 (Residuals are normally distributed) 

𝐻1 ∶ 𝐹 ≠ 𝐹0 (Residuals are not normally distributed) 

The residual value used in the normality test is the difference between the original value 

of the response variable (𝑌) and its predicted value obtained through modeling using the 

MARS method. From the calculations that have been done, it is obtained the value 

𝐷𝑚𝑎𝑘𝑠 =  0,06645, and the critical value from the Kolmogorov-Smirnov test is 

𝐷𝑡𝑎𝑏𝑙𝑒(32; 0,05) =  0,23424. Based on the value of test statistics and critical values 

Kolmogorov-Smirnov above, it is obtained that the value 𝐷𝑚𝑎𝑘𝑠 < 𝐷𝑡𝑎𝑏𝑙𝑒(32; 0,05) are 

0,06645 < 0,23424, namely the decision 𝐻0 is accepted, and it can be concluded that 

the residuals are normally distributed. 

Homoscedasticity Test 

The homoscedasticity test was carried out to determine the residual variance. If the 

variance from the residual of one observation to another remains, it is called 

homoscedasticity; if the opposite occurs, it is called heteroscedasticity. The hypothesis 

used in the homoscedasticity test with the Glejser test is as follows: 

𝐻0 ∶  𝜎𝑖
2 = 𝜎2 (Residual meets identical assumption) 

𝐻1 ∶  minimal ada satu 𝜎𝑖
2 ≠ 𝜎2  (Residual does not meet the identical assumption)  

Based on the 𝐹𝑉𝑎𝑙𝑢𝑒 dan 𝐹𝑇𝑎𝑏𝑙𝑒 values obtained, the decision taken is 𝐻0 is accepted 

because the value 𝐹𝑉𝑎𝑙𝑢𝑒 < 𝐹𝛼(𝑝−1;𝑛−𝑝) or as big as 0,515787 < 2,31, so it can be 

concluded that the residuals in the model are identical or there is no heteroscedasticity.  
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Independence Test (Autocorrelation) 

An independence test or autocorrelation test is performed to detect the presence of 

autocorrelation in a model. The autocorrelation test used in the residual assumption test 

can use the Durbin-Watson test with the following test hypotheses: 

𝐻0 ∶  𝜌 = 0 (No autocorrelation occurs) 

𝐻1 ∶  𝜌 ≠ 0 (Autocorrelation occurs) 

Based on the residual value obtained from modeling using the MARS method, it can be 

calculated the value of the Durbin-Watson test and, based on the decision-making criteria, 

is obtained 4 − 𝑑𝑈 < 𝑑 < 4 − 𝑑𝐿 namely 2,2677 < 2,379929 < 2,8231 and it can be 

concluded that 𝐻0 is accepted, which means there is no autocorrelation between predictor 

variables. 

Interpretation of the MARS Model 

The interpretation of the MARS model obtained in this study is: 

a. 𝐵𝐹1 = 𝑚𝑎𝑥(0,     𝑋10 – (−0,42658))  

That is, the coefficient 𝐵𝐹1 which is 1,3874417, will have meaning if the percentage 

of households accessing proper drinking water sources (𝑥10) is greater than 

−0,42658. However, if the value of the percentage of households accessing an 

adequate drinking water source (𝑥10) is less than −0,42658, then BF1 has no meaning; 

in other words, the value is 0. So that every time there is an increase of one basis 𝐵𝐹1  

function in the value of the percentage of households accessing a source of proper 

drinking water (𝑥10),  which is more than −0,42658, can increase the coefficient value 

by 1,3874417. 

b. 𝐵𝐹2 = 𝑚𝑎𝑥(0, 0,92009 −  𝑋4)  ∗  𝑚𝑎𝑥(0, 𝑋12 – (−0,29687))        

That is, the 𝐵𝐹2 coefficient with a value of 0,2129876 will have meaning if the 

percentage value of the open unemployment rate (𝑥4) is less than 0,92009, and the 

percentage value of the population who has BPJS PBI health insurance (𝑥12) is greater 

than -0,29687. However, if the percentage value of the open unemployment rate (𝑥4) 

is greater than 0,92009, and the percentage value of the population who has BPJS PBI 

health insurance (𝑥12) is less than -0.29687, then 𝐵𝐹2 has no meaning, or in other 

words, the value is 0. So that every time there is an increase in one 𝐵𝐹2 basis function 

in the percentage value of the open unemployment rate (𝑥4) less than 0,92009 and the 

percentage value of the population who has BPJS PBI health insurance (𝑥12) more than 

-0,29687 can increase the coefficient value by 0,2129876. 

c. 𝐵𝐹3 =  𝑚𝑎𝑥(0, −0,4024 −  𝑋5)  ∗  𝑚𝑎𝑥(0, 𝑋10 – (−0,42658)) 

That is, the coefficient 𝐵𝐹3 which is worth 2,5255635, will have meaning if the value 

of the average monthly net income of informal workers (𝑥5) is less than -0,4024, and 

the percentage value of households accessing decent drinking water sources (𝑥10) is 

greater than – 0,42658. However, if the value of the average monthly net income of 
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informal workers (𝑥5) is greater than -0,4024, and the value of the percentage of 

households accessing proper drinking water sources (𝑥10) is less than -0,42658, then 

𝐵𝐹3 has no meaning, or in other words, the value is 0. So that every time there is an 

increase of one basis function 𝐵𝐹3 in the values of the average monthly net income of 

informal workers (𝑥5) is less than -0,4024, and the percentage value of households 

accessing decent drinking water sources (𝑥10) is more from -0,42658, it can increase 

the coefficient value by 2,5255635. 

4. Conclusion 

Based on the analysis and discussion that has been described previously, the following 

conclusions are obtained:  

a.) The best MARS model is obtained by trial and error from a combination of BF = 24, 

MI = 2, and MO = 1, with the smallest GCV value of 0,3523701. 

b.) The predictor variables that significantly affect poverty in Nusa Tenggara based on 

the best model obtained are the percentage of households accessing a proper drinking 

water source (𝑥10) with an importance level of 100%, the average monthly net 

income of informal workers (𝑥5) with a level of interest of 52.3%, the percentage of 

the open unemployment rate (𝑥4) and the percentage of the population that has BPJS 

PBI health insurance (𝑥12), which has the same level of interest of 32.8%. 
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